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Protein Loop Modeling Using Fragment Assembly
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We model loop regions of proteins based on a fragment assembly method. The fragments that
comprise candidates of the local structure of a protein loop are collected from a structure database,
and all loop conformations possible from a smooth assembly of the fragments are generated. For
each of the fragment-assembled conformations, a Monte Carlo simulation in the conformational
subspace that satisfies the loop closure constraint is performed to minimize the root-mean-square
deviation of the backbone dihedral angles from the fragment angles. The side-chains are then
built using a rotamer library, and the backbone and the side-chain conformations are optimized
locally with the AMBER 96 force field without solvation terms to remove steric clashes. The
resulting conformations are then ranked using the DFIRE potential. A test prediction for eight
protein loops with sizes ranging from 8 to 12 residues is presented to show the feasibility of our
method. Tests with further optimization using Monte Carlo with minimization show that extensive
conformational optimization leading to deviation from the original fragment-assembled structures
tend to deteriorate the prediction accuracy, suggesting that the utilization of fragment information

is superior to purely energy-based methods.

PACS numbers: 87.14.Ee, 87.15.Aa, 87.15.Cc
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I. INTRODUCTION

Prediction of the native structure of a protein is one
of the utmost goals in theoretical biophysics because in-
formation on the native structure of a protein is crucial
in understanding and regulating its biological function
[1]. When homologous sequences with known structures
are available, comparative modeling can be used to pre-
dict the native structure for the query sequence by using
the structures of homologous sequences in the structure
database as templates [2,3]. However, there are gap re-
gions in the query sequence that cannot be aligned with
the sequences of the template structures. These are re-
gions of insertions of amino acids that occurred during
the evolution process. They usually form no definite sec-
ondary structures, and are called loops. Protein loops are
often involved in functionally important regions, such as
molecular recognition sites, and contribute to functional
specificity of homologous proteins.

A protein loop has to be modeled such that it is geo-
metrically consistent with the rest of the protein struc-
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ture. Therefore, there are constraints that must be satis-
fied by the dihedral angles of the loop: the atoms at the
two ends of the loop must be connected with the atoms
in the two stem regions with adequate bond lengths and
bond angles [4]. Given an accurate free energy function,
the problem is reduced to finding the set of dihedral an-
gles that minimizes the free energy of the whole protein
structure and that satisfies the constraint of loop closure
simultaneously.

In a fragment assembly method, fragments of local
structures are collected from a structural database, and
the full structure is obtained by assembling these frag-
ments. This method can alleviate the burden of a heavy
conformational search, which becomes evident in an ex-
haustive conformational search of loops longer than 8
residues [5-7].

Fragment assembly methods have been used for mod-
eling the global structures of proteins with no apparent
sequence similarities to those in the structure database
[3,8-15], as well as structurally variable regions when ho-
mologous templates exist in the database [16]. However,
when conformations of a loop are generated from frag-
ment assembly, they violate the loop closure constraint
in general because it is very unlikely that the fragment
structures drawn from the database fit into the frame of

-1137-



-1138-

the protein of interest exactly. In Ref. 16, conformations
were allowed to violate the loop closure constraint ini-
tially, and a gap penalty for chain discontinuity in the
energy function was used to close the loops.

In contrast, in this work, we impose the loop closure
constraint at the initial stage of geometric construction
by finding a set of dihedral angles satisfying the con-
straint that is as close to the fragment-assembled con-
formation as possible. Our method is distinct from the
fragment assembly method of Ref. 16 in that the loop
closure problem is dealt with in a purely geometric way
without relying on minimization of an energy function.
This purely geometric method is more efficient because
it does not require expensive energy minimization and
is simpler because relative strengths of different energy
terms need not be considered.

Conformations generated from fragment assembly and
loop closure are optimized with the AMBER, 96 poten-
tial [17] without solvation energy to relieve steric clashes
and are scored with the knowledge-based DFIRE poten-
tial [18] as an effective free energy function. The DFIRE
potential has been shown to be as successful in scoring
loop decoy conformations as force fields such as AMBER
or OPLS with a generalized Born solvation free energy
[19]. DFIRE has the advantage of being more efficient in
terms of computation time. We perform test predictions
on eight protein loops with sizes 8 to 12 residues. We
find that if too much optimization using the DFIRE en-
ergy function is performed and thus the conformations
deviate far away from the original fragment-assembled
conformation, the result deteriorates, suggesting that the
utilization of fragment information is superior to purely
energy-based methods.

II. METHODS

The protein loop modeling method presented here
takes the steps of fragment assembly to generate the can-
didate loop structures, adjustment of the structures to
satisfy the loop closure constraint, and optimization and
scoring of the loop conformations. The flowchart of these
steps is shown in Figure 1, and each step is discussed be-
low in detail.

1. Fragment Assembly

We consider windows of size 15, and for each win-
dow we collect a set of kNN fragments from a structure
database, corresponding to the most probable conforma-
tions of the sequence lying inside the window. We used
kNN = 25 in this work. The structural database of
non-redundant proteins is constructed by clustering an
ASTRAL SCOP (version 1.63) set [20] so that no two
proteins in the database have more than 25 % sequence
identity with each other [21,22]. The fragment selection
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Fig. 1. Flowchart of the protein loop modeling method by
fragment assembly.
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is based on similarity of sequence features. Instead of
comparing raw sequences directly, PSI-BLAST [23] pro-
files that contain evolutionary information are generated.
For a given segment of the query sequence, 25 fragments
with similar sequence profiles are selected from the struc-
tural database by using the k-nearest neighbor method
[21,22,24,25]. The details can be found in Ref. 14.

We assemble fragments to construct loop conforma-
tions. The fragments are joined only when they overlap
and share at least one residue with similar values of back-
bone dihedral angles. Two sets of dihedral angles (¢1,
1) and (p2, ¥2) in each of the two fragments are con-
sidered to be similar to each other if

|p1 — 2| + |11 — o] < 5°. (1)

If we find such a residue pair in the two fragments, then
the second fragment is joined smoothly to the first one
starting from this residue [14]. Since the joining occurs
in the middle of the fragments, only a part of the 15-
residue-long fragment is used for the fragment assembly.
The constraint of smooth-joining keeps conformational
space within a manageable size. We generate all possible
conformations by this method, whose number is denoted
by Neont, as displayed in Table 1 for the test set of eight
protein loops.

2. Generation of Closed-loop Structures

Conformations for a protein loop generated from frag-
ment assembly violate the loop closure constraint in gen-
eral, i.e., the loop structures are not connected with the
stem regions of the protein with the correct geometry.
Therefore, the backbone dihedral angles of the loop must
be modified so that the loop structures correctly fit into
the protein. This is performed by randomly selecting
three residues and rotating the six backbone dihedral
angles (three ¢ and three ¢ angles) of the residues by
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the solution values of the analytic loop closure equation
[4]. This step is the ‘Initial loop closure’ part in Figure
1. We then perform a Monte Carlo search in the confor-
mational subspace that consists of closed loops to find a
set of dihedral angles as close as possible to the original
angles in the fragments, which is referred to as ‘Loop
MC’ (Figure 1).

To elaborate on the Monte Carlo method, a backbone
dihedral angle, called a driver angle, is rotated randomly
within 10 degrees; then, six other dihedral angles of ran-
domly chosen three residues are adjusted to compensate
for the loop opening introduced by the driver angle rota-
tion. The new conformation is accepted or rejected ac-
cording to the Metropolis criterion, where the objective
function is defined as the root-mean-square deviation of
the backbone dihedral angles from the fragment angles
as follows:

N
(¢i — P0i)? + (Vi — 10;i)?
Ad= Z \/ 2N ’ 2)
=1
where IV is the sequence length of the loop, and ¢g; and
1o; are the dihedral angles of the ith residue in the origi-
nal fragment-assembled conformation. The temperature
parameter, kT, is kept at a constant value of 0.5° so
that local barriers can be overcome when finding a low-
lying local minimum of the objective function. For each
conformation, 2000 Monte Carlo steps are taken.

Since the resulting conformations depend on the ini-
tial choice of the three residues that are used to solve
the loop closure equation, we perform 20 independent
Monte Carlo simulations with different selections of the
three residues for the initial loop closure. For each of the
fragment-assembled loop conformation, the set of back-
bone dihedral angles that result in the minimum Ag¢ is
selected to generate the initial backbone structure for
further optimization and scoring.

Since the fragments are collected from proteins whose
sequences are different from that of the query, only
backbone dihedral angles are collected from the frag-
ments. Side-chain dihedral angles are selected from the
backbone-dependent rotamer library [26] with probabil-
ities proportional to the rotamer probabilities.

3. Optimization and Scoring of the Loop Struc-
tures

The initial loop structures generated as explained
above are optimized in three different ways and are
scored with the knowledge-based potential, DFIRE [18],
which is derived from the distribution of inter-atomic
distances found in the structural database. DFIRE was
shown to produce as a good prediction in scoring loop
conformations as the AMBER or OPLS force field with
a generalized Born solvation free energy [19].

The initial loop structures have steric clashes with the
rest of the protein structure because the only structural

-1139-

constraint imposed on them is the loop closure condition.
Therefore, local energy minimizations are carried out to
relieve the clashes before scoring. This is the step ‘Local
minimization’ in Figure 1. The DFIRE potential is a
discrete function of atomic distances, so the AMBER 96
force field [17] without any solvation terms was employed
for local optimization. The DFIRE potential was then
used to score the resulting loop conformations.

We also tried two different Monte Carlo with Mini-
mization (MCM) methods to further optimize the loop
structures, in addition to the local minimization (‘Side-
chain MCM’ and ‘Full MCM” in Figure 1). If Ngone > 10,
we selected 10 best-scoring locally minimized conforma-
tions for the MCM optimization. The difference be-
tween the two methods is whether only the side-chain
conformations are perturbed (side-chain MCM) or both
the side-chain and the backbone conformations are per-
turbed (full MCM) in the Monte Carlo move step. In the
side-chain MCM, the side-chains are perturbed by draw-
ing the conformations from the backbone-dependent ro-
tamer library [26] with probabilities proportional to the
rotamer probabilities. In the full MCM, the side-chains
are perturbed in the same way with a probability of 20
% at each MCM step, and the backbone is perturbed at
each MCM step by rotating at most two driver angles
randomly within 30 degrees and maintaining the closed
state of the loop by compensating rotations of the six
dihedral angles of three randomly chosen residues. Both
the backbone and the side-chain degrees of freedom are
changed in the subsequent minimization with the AM-
BER potential without solvation terms. The Metropolis
criterion was then applied with the DFIRE potential as
the objective function. The temperature was kept at a
constant value, kgT = 5 kcal/mol, and 200 MCM steps
were tried both for side-chain MCM and full MCM. The
conformation with the minimum DFIRE potential was
taken as the final model conformation.

III. RESULTS

Loop modeling tests were performed for the eight pro-
tein loops listed in Table 1, with sizes ranging from 8 to
12 residues. The loop structures were reconstructed after
deleting the loop regions from the crystal structures of
the whole proteins. The loop conformations generated by
fragment assembly and loop closure are compared with
the native crystal loop conformations in terms of RMSD
(Root-Mean-Square Deviation) in the Cartesian coordi-
nates of the backbone heavy atoms. We expect that the
results will not change qualitatively if a different defini-
tion of RMSD, such as RMSD in C, coordinates only
is used because RMSDs in different sets of atoms are
roughly correlated with each other [27]. The loop confor-
mations are not superimposed for optimal rotation and
translation but are compared in the fixed frame of the
protein structure instead.
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Table 1. The RMSD values of the fragment-assembled loop conformations before and after loop closure.

initial loop MC
protein length residues Neont Rave® Runin® Ag ° Rave® Rumin® Ag ¢
1351 8 84 - 91 88 8.5 2.7 34.3 2.5 1.0 17.8
1541 12 153 — 164 28 10.6 1.0 32.2 7.2 0.5 16.6
lcyo 12 12 - 23 9 4.4 1.2 23.2 3.1 0.9 12.9
leco 12 35 — 46 157 9.6 24 28.0 3.8 1.3 15.7
1rcf 12 88 — 99 13 10.8 2.8 25.4 3.9 1.2 14.0
2pia 11 74 — 84 13 7.7 0.7 20.7 2.8 0.3 12.0
5pti 10 23 - 32 20 3.5 0.6 17.2 2.3 0.3 10.6
6taa 11 150 — 160 55 13.6 1.3 32.5 5.8 0.7 17.0

%Average RMSD (in A) over N¢onf conformations.
®Minimum RMSD (in A) among Neoys conformations.
¢The average deviation (in degrees) over Ncons conformations.

1. Generation of Loop Structures from Frag-
ment Assembly and Loop Closure

The average and minimum RMSD values of the
fragment-assembled loop conformations before and after
loop closure are summarized in Table 1. The number of
fragment-assembled loop conformations, Ncont, for each
protein loop varies widely, from 9 to 157. The number
depends on the loop sequence rather than on the loop
length for this set of loops. The RMSD value averaged
over Ncons conformations for each protein loop ranges
from 3.5 to 13.6 A for the 8-loop test set. Note that
the fragment-assembled loops do not form a closed loop
geometry when attached to the original protein. There-
fore, the loop RMSD is calculated after constructing the
geometry by using the fragment angles starting from the
N-terminal end of the loop and leaving the C-terminal
end of the loop open. The minimum RMSD among the
Neons conformations ranges from 0.6 to 2.8 A, indicat-
ing that native-like loop conformations are generated by
fragment assembly. Therefore, it would be worthwhile to
try to keep the dihedral angles as close to the fragment
angles as possible during loop closure. The loop closure
equation [4] is used to close the loop conformations ini-
tially and to minimize the deviation from the fragment
angles. The initial closure can result in an arbitrary
change of the six dihedral angles because only the loop
closure constraint is satisfied. Then, the deviation from
the fragment angles, A¢ in Eq. (2), is minimized with
a Monte Carlo procedure as described in Methods. The
average deviation A¢ of the dihedral angles is between 17
and 34 degrees when the fragment-assembled structures
are initially closed, but the deviation decreases by about
half on average (11 — 18 degrees) after minimizing Ad.
The loop conformations also become closer to native, as
can be seen from the decreased RMSD values in Table
1: the average RMSD over the generated conformations
is between 2.3 and 7.2 A, and the minimum RMSD is
between 0.3 and 1.3 A.

2. Optimization and Scoring of the Loop Struc-
tures

The results of optimization and scoring of the loop con-
formations generated by fragment assembly and loop clo-
sure are summarized in Table 2. The prediction accuracy
is reasonably good when the DFIRE potential is used for
scoring after local minimization or side-chain MCM: the
RMSD values of the best-scoring conformations range
from 1.6 to 3.2 A for local optimization and from 1.6 to
2.8 A for side-chain MCM, except for the case of 1541.
The side-chain MCM produces slightly better predictions
than local minimization alone. More optimization results
in a better DFIRE score: the DFIRE score improves as
the optimization method goes from local minimization to
side-chain MCM to full MCM. However, the RMSD val-
ues of the best-scoring conformation are larger for those
generated by the full MCM. Note that the DFIRE score
is relative to that of the native loop conformation, and
a positive (negative) score means a worse (better) score
than the native loop. It can be seen that the full MCM
with both side-chain and loop perturbation is very effec-
tive in finding conformations with better DFIRE scores,
and sometimes better than the native. However, this test
illustrates a limitation of the DFIRE score. Extensive
searches exploring the energy landscape of DFIRE re-
sult in worse predictions, and this means that the global
shape of the DFIRE potential does not accurately rep-
resent the nature’s free energy surface.

As representative examples, modeled structures for the
loops of 1351 and 2pia are illustrated in Figure 2 and Fig-
ure 3, respectively. The structures of the 8-residue loop
of 1351 in Figure 2 predicted with the three optimization
methods are similar to each other and deviate from the
native structure to similar degrees (1.5 — 2.0 A). How-
ever, in the case of the 11-residue loop of 2pia shown
in Figure 3, the loop structure obtained from the full
MCM optimization deviates much more from the native
structure (5.6 A) than the other two structures obtained
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Table 2. The results of the loop reconstruction test for eight protein loops. The RMSD values of the conformation with the
best score is displayed for each protein for three different optimization methods: local minimization without additional MCM
(local Min), MCM with side-chain perturbation (SC MCM), and full MCM.

local Min SC MCM full MCM
protein length residues RMSD * score ° RMSD ¢ score ° RMSD ¢ score
1351 8 84 — 91 2.0 49 1.8 36 1.5 4
1541 12 153 — 164 4.5 281 4.5 161 4.4 51
lcyo 12 12 - 23 2.8 413 2.1 244 3.3 185
leco 12 35 — 46 2.2 188 2.8 26 3.7 -146
lrcf 12 88 — 99 3.2 264 2.7 164 3.3 -1
2pia 11 74 - 84 1.8 299 2.0 9 5.6 -91
5pti 10 23 - 32 1.6 212 1.6 116 2.2 98
6taa 11 150 - 160 2.9 130 2.7 31 2.3 -7

RMSD (in A) of the best scoring conformation.
PDFIRE score of the best scoring conformation in kcal/mol.

Fig. 2. The structures of the 8-residue loop of 1351 modeled
using the three different optimization methods compared with
the native structure. The native loop is colored in red, and
those obtained from local minimization, side-chain MCM, and
loop MCM in yellow, orange, and green, respectively. The
loop structures are drawn with and without the rest of the
protein in (a) and (b), respectively.

from local minimization and side-chain MCM (5.7 and
4.4 A from the full MCM structure) which are 1.8 and
2.0 A away from native. It is notable that the structure
from the full MCM is more compactly packed onto the
rest of the protein than the native structure, as can be
seen from Figure 3 (a). This result may be a consequence
of the fact that the DFIRE potential does not have an
accurate balance of the packing interaction and hydra-
tion, considering the fact that the DFIRE score depends
on the separation of atoms only and not on the environ-
ment of the atoms, for example, whether the atoms are
on the surface of the protein structure or in the core.
In reality, atoms on the surface interact with solvent
molecules in native condition, but such effects are av-
eraged out, together with the core interactions, in the
current parametrization of the DFIRE potential.

In conclusion, a moderate optimization of the MCM
with side-chain perturbation that does not much perturb

Fig. 3. The structures of the 11-residue loop of 2pia mod-
eled using the three different optimization methods compared
with the native structure. The native loop is colored in red,
and those obtained from local minimization, side-chain MCM,
and loop MCM in yellow, orange, and green, respectively.
The loop structures are drawn with and without the rest of
the protein in (a) and (b), respectively.

the backbone conformation generated from fragment as-
sembly gave the best result in this study.

IV. DISCUSSIONS

Fragment assembly methods have been widely used for
predicting protein structures when templates of homol-
ogous proteins do not exist. They reduce the confor-
mational space of the local backbone structures to those
found in the database of similar sequence features. Since
the conformational space of loop structures is smaller
than that of the whole protein, we employed an exhaus-
tive enumeration method [14] instead of a stochastic sam-
pling method [16] for conformational search. The frag-
ment assembly method used in this study was very effec-
tive in finding native-like loop conformations for loops of
8 to 12 residues for the eight different loops in the test
set.
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The analytic loop closure method was applied to close
the loop conformations generated from fragment assem-
bly with minimum perturbation to the fragment angles.
The method is based purely on geometry and does not
rely on minimization of a penalty function for unclosed
loops and, thus, does not depend on arbitrary penalty
function parameters. The average root-mean-square de-
viation of the dihedral angles from those of the fragment
angles could be reduced almost to half the initial devia-
tion.

The knowledge-based DFIRE potential was able to se-
lect the loop conformations within 3 A in seven out of
the eight loops in the test set when an optimization was
performed only on side-chains. However, an extensive
search for better-scoring loop conformations optimizing
both side-chains and backbones results in worse predic-
tions as the loop conformations deviated away from the
fragment structures, demonstrating a limitation of the
DFIRE score in describing the free energy of protein con-
formations.

The current method of combined use of fragment as-
sembly and analytic loop closure is expected to be feasi-
ble in predicting conformations of longer protein loops,
too. However, an improvement in the scoring function is
necessary for more accurate prediction. Better accounts
of solvation effects or conformational entropy [28] could
be explored. A more extensive conformational search,
use of a larger number of fragments, and refinement of
the resulting conformations are also possible given the
efficient implementation of the current conformational
search algorithm.
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